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Augmented reality (AR) underpins many emerging mobile applications, but it increasingly requires more computation power for better machine understanding and user experience. While computation offloading promises a solution for high-quality and interactive mobile AR, existing methods work best for high-definition videos but cannot meet the real-time requirement for emerging 4K videos due to the long uploading latency. We introduce ACTOR, a novel computation-offloading framework for 4K mobile AR. To reduce the uploading latency, ACTOR dynamically and judiciously downscales the mobile video feed to be sent to the remote server. On the server-side, it leverages image super-resolution technology to scale back the received video so that high-quality object detection, tracking and rendering can be performed on the full 4K resolution. ACTOR employs machine learning to predict which of the downsampling resolutions and super-resolution configurations should be used, by taking into account the video content, server processing delay, and user expected latency. We evaluate ACTOR by applying it to over 2,000 4K video clips across two typical WiFi network settings. Extensive experimental results show that ACTOR consistently and significantly outperforms competitive methods for simultaneously meeting the latency and user-perceived video quality requirements.
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1 INTRODUCTION

Augmented reality (AR) is quickly emerging as a key enabling technology for new mobile applications. By overlaying digital content and information onto the physical world, AR promises immersive experience in application areas like information retrieval, e-commercial, entertainment, education, communication and healthcare. Indeed, market research projects that the global market for mobile AR (MAR) will reach $198 billion by 2025 [90].
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Although it is currently possible to perform lightweight AR tasks like simple object tracking and rendering locally on the end-user mobile device [2, 28], next-generation MAR applications are likely to require having the ability to detect and classify more complex objects and perform more complex rendering tasks for better usability and improved user experience [52]. Furthermore, MAR use cases are not limited to local usage. New applications like remote collaboration apps [88, 95] also leverage AR to enhance user interaction experience. Such interactive applications are sensitive to the responsive time. Concurrent to this development is the broader adoption of high-resolution video standards like the 4K UHD (3840×2160) resolution [23, 92, 108]. We also observe this technology trend in the smartphone industry. For example, the 2K resolution screen becomes ubiquitous on recent smartphones like iPhone 12, Galaxy S21 and XiaoMi 11, with some equipped with a 4K resolution screen [10]. As the hardware specification is improved, application developers will look at ways to utilize the high resolutions provided by the device. Furthermore, research also shows that AR applications with a 4K resolution and high frame rates can provide a more immersive and engaging experience [89, 114]. All these recent hardware and software movements require significantly more computation power and resources than what can be offered by a battery-powered mobile system, imposing a significant challenge on resource-constrained devices.

State-of-the-art methods for object detection and AR rendering typically employ a large deep neural network (DNN) for accurate environmental understanding and high-quality rendering. However, it is notoriously difficult to run large models on mobile devices while providing fast response time [118]. Take the speed-optimized Faster RCNN model [26] on the performance-tuned TensorFlow Lite [96] runtime as an example. It can take over a second to execute Fast RCNN to process a single video frame on a high-end mobile device [52], making it difficult to achieve the typically 30 frames per second (FPS) required for smooth video playback and interactive AR.

A promising solution for achieving real-time MAR is to offload all or some of the MAR computational pipeline to the edge, or cloud [52, 119]. By shifting the computation-intensive tasks to a more powerful remote server, computation offloading offers the potential of interactive and responsive MAR on a wide range of mobile devices. Unfortunately, computation offloading remains challenging due to the stringent requirements on high processing accuracy and low end-to-end latency. To achieve high accuracy, the object detection and tracking system must work on video frames (or images) of adequate resolutions, because the lack of details on a low-resolution image can hinder the ability of machines to classify and locate objects of interests [70]. However, sending a high-resolution video will incur significant uploading delay, which in turn leads to longer processing latency. Prior studies show that even turn-around-time of 100ms can significantly compromise the useability of computation offloading because of changes in the user’s view - the frame locations where the object was detected may no longer match its current location [119]. This uploading and processing delay is a particular problem for a typical mobile network where the uplink bandwidth is often much narrower than that of the downlink [86]. As future MAR applications are likely to produce virtual elements in much higher quality, we are left with less latency budget for MAR computation offloading.

Existing work on computation offloading for mobile computer vision has considered a range of techniques. These include trading DNN accuracy for lower latency [48, 69], offloading the entire [16, 45] or part of the object detection task [52, 119] to the cloud. Although these approaches were effective for the traditional high definition (HD) video format with a resolution of up to 1,920 × 1,080, they would require over 300ms offloading latency even using a high-speed 5G network when processing a 4K video, and are thus ill-suited for emerging 4K MAR. Video buffering techniques offer little help as the long buffering delay can seriously violate the interactive constraint of many AR scenarios.

We present **Actor**, a novel computation offloading framework for MAR. **Actor** is designed to support 4K video processing by leveraging the recent advancement in super-resolution (SR) [101] for low offloading latency and responsive MAR. **Actor** achieves this by first downscaling the input 4K video feed to a suitable lower-resolution
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Fig. 1. A representative MAR processing pipeline. Object detection and rendering are often responsible for the bottleneck of the MAR processing pipeline.

video to reduce the uploading time. On the server-side, it employs a highly optimized DNN-based SR model to scale up a few, carefully selected video frames to the 4K resolution and then uses these SR-scaled frames to quickly interpolate the remaining frames to the 4K solution. By doing so, object detection, tracking and image rendering can be performed on full 4K video frames to preserve detection accuracy and rendering quality. The server then encodes the rendered, overlayed digital contents and sends them back to the user device, which will be merged with the original 4K video locally stored on the mobile device memory to be played back to the user. By utilizing the computation capability and resources of a remote server, Actor enables complex, more capable MAR on a wide range of resource-constrained mobile systems.

Translating our high-level idea to develop a practical system is not trivial. A major hurdle is how to preserve the user-perceived experience when downscaling the video feed. The challenge here is that the optimal downscaling resolution depends on the video content, the network environment, and user expectation that can vary from one user to the other. Actor addresses this challenge through lightweight predictive models learned offline and deployed on the user device. These models are trained to capture subtle interactions between video content, the network environment and user perception of delay and video quality. The models permit Actor to make adaptive scheduling decisions for any new video content unseen at design time. Such an approach avoids the pitfalls of using a hard-wired heuristics that require human modification when the computing environment changes.

We have implemented a prototype of Actor and applied it to over 2,000 4K video clips from three public datasets [9, 60, 85]. We test Actor on commodity hardware under two typical WiFi networks and compare it against alternative offloading strategies, including the state-of-the-art MAR offloading method [52]. Experimental results show that Actor consistently outperforms all existing schemes by simultaneously delivering better user-perceived video quality without sacrificing the real-time constraint.

The core contribution of this paper is on combining super-resolution and computation offloading to optimize mobile AR by using machine learning as the enabling technology. This paper makes the following contributions. It is the first to:

- introduce a 4K MAR offloading framework that is built upon SR, which allows the mobile to provide real-time 4K AR service under the limited networking bandwidth and guarantee the high performance of object detection and user-perceived quality (Sec. 4);
- train a generic QoE model off-line at first and employ transfer learning to address the QoE model portability issue across users (Sec. 5.3);
- show how an adaptive MAR offloading framework can be built using predictive modeling (Sec. 5.1);

2 BACKGROUND AND PROBLEM SCOPE


• Code and data are available at: https://github.com/daydreamren/actor.
2.1 Background

**Mobile augmented reality.** Figure 1 depicts the typical processing pipeline for MAR. The video stream captured by a mobile camera is fed into an object detection algorithm to find and track interesting objects from each video frame so that annotation rendering can be performed. For most MAR applications, object detection, tracking and image rendering are computationally intensive.

**Super resolution (SR).** This is a technique for enhancing the resolution of an imaging system. It takes as input a low resolution image and produces a corresponding image with a high resolution. SR is based on a key assumption that much of the high-frequency data of an image is redundant and thus can be accurately reconstructed from low-frequency components [83]. Recent studies have demonstrated that SR builds upon DNNs can generate high-quality, high-resolution images from low-resolution inputs [22, 39, 101]. This work leverages the advances in SR to optimize MAR for latency.

**Video multireturn assessment fusion (VMAF).** This is a statistical metric to estimate the subjective quality of video streams. This metric has been successfully applied to evaluate the video stream quality from different domains, including live sports, video chats, gaming, 360 videos, and user generated content [50]. A recent study on the 4K VMAF model shows that the VMAF score has a strong correlation with the user’s subjective score on 4K video quality [62, 72]. This metric is also used to evaluate the VR quality [66]. In this work, we follow the practice in the recent studies in 4K video and AR optimization by choosing VAMF to quantify the user perception of MAR video quality. In this work, the reference is the MAR video performed on the original, full 4K video stream captured by the mobile camera, and the distorted one, which is the video generated using remote MAR offloading. VMAF takes a value between 0 and 100, higher is better. Prior studies show that a VAMF score over 70 is considered to be good for many users [62].

2.2 Problem Scope

**Actor** leverages the computation capability of a remote server to support high-quality 4K MAR while reducing the processing latency. Offering such capabilities will enable better user experience by supporting complex, computation-intensive MAR on a wide range of mobile devices with a variety of computing capabilities and resources. **Actor** is designed to trade user-perceived video quality for reduced offloading latency. Our work is motivated by recent studies, which show that a high frame rate is essential for ensuring an immersive and engaging experience for AR application [89, 114]. By reducing the turn-around-time, **Actor** can then improves the FPS to ensure the user-perceived experience. Furthermore, the improvements of video quality beyond “good enough” often do not enhance mobile user experience [81, 121]. Instead of uploading a full 4K video stream to a remote server, we dynamically and adaptively generate a lower-resolution video with a smaller size. The remote server uses SR to upscale the received video to the full 4K resolution for object detection, tracking and rendering. As a result, macroblocks\(^3\) that contain the overlayed AR contents will be then sent back to the user device to replace the original macroblocks of the raw 4K video frames. Our approach is useful for many networking environments where the uplink bandwidth is typically 2-10x narrower than that of the downlink [86]. While privacy-preserving for computation offloading is not a focus of this work, our approach can be easily integrated with existing video privacy-preserving frameworks [20, 57, 78].

3 MOTIVATION EXAMPLE

As a motivation example, consider performing MAR offloading on the two videos illustrated in Figure 2.

\(^3\)The macroblock is a processing unit in video encoding, which typically consists of 16 x 16 samples.
3.1 Setup

This experiment overlays digital contents on physical objects detected from the two video frames depicted in Figures 2(a) and 2(c). Each of the two test videos has 60 frames, lasting for 1 second, i.e., 60 FPS. We consider two different WiFi protocols (WiFi-2.4GHz and WiFi-5GHz). The network settings are based on a large-scale study of real-world network measurements [87].

In this experiment, we use a XiaoMi 9 smartphone as the user device. This device has an 8-core Qualcomm Snapdragon 855 CPU, an Adreno 640 GPU, a Hexagon 690 DSP and 64GB of RAM. Our remote server has a 2.4GHz Intel Xeon CPU and two NVIDIA P40 GPUs. More details of our evaluation platforms can be found at Section 6.1. On the server, we apply the EDVR super-resolution model [101] to upscale the received video to a 4K UHD resolution before further processing. From the upscaled video frame, we use an object detection model (Section 3.3) to detect the objects of interests. To do so, we first identify the targets Region of Interest (RoI) and extract each ROI’s features. Next, we match features between the reference surface (the left image of Figures 2b and d) and the target image (the right image of Figures 2b and d) for AR rendering. Then, we apply a template-based algorithm for object tracking before overlaying 3D digital objects on the detected objects as shown on the right image of Figures 2b and 2d.

3.2 Evaluation Metrics

In this experiment, we consider three metrics, turn-around-time (TAT), FPS, and the video multi-method assessment fusion (VMAF) score [62, 63]. TAT and FPS are used to evaluate if a strategy can provide real-time processing and smooth video play. VMAF is a perceptual video quality assessment method [55]. It quantifies user-perceived video quality by computing the difference between a reference and distorted video sequence (see also Section 2.1).
3.3 Local vs Remote MAR Processing

In this experiment, we apply four representative object detection models, YoloV4 [5], YoloV3-tiny [73], MobileNetV2-SSD[80], and VGG16-SSD[84], to detect objects of interests from the motivation videos. We note that MobileNet and YoloV3-tiny are specifically tuned for embedded systems.

Subfigures (a) and (b) in Figure 3 respectively show the accuracy and processing latency when running each model on the mobile device and a remote server. We can see that YoloV4 achieves the best accuracy for all scale resolutions when compared with the other three models. The high resolution frame indeed helps improving the object detection performance. This finding is in line with prior studies [6, 52, 82, 119]. However, it is challenging to achieve low latency for YoloV4 on our mobile device. Running YoloV4 on XiaoMi 9’s GPU requires a processing overhead of 286ms. Such processing latency is beyond the delay that can be tolerated by an average user. Offloading the object detection task to the server can significantly reduce the latency and achieve high accuracy, especially for processing high-resolution video contents.
Table 1. Video downscaling resolutions considered in this work and the resulting video size for the motivation examples in Figure 2.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Simple (KB)</th>
<th>Complex (KB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>384 x 216</td>
<td>101</td>
<td>228</td>
</tr>
<tr>
<td>640 x 360</td>
<td>254</td>
<td>496</td>
</tr>
<tr>
<td>960 x 540</td>
<td>457</td>
<td>804</td>
</tr>
</tbody>
</table>

Table 2. Best-found SR configurations (video resolutions and SR frequency) for the motivation videos.

<table>
<thead>
<tr>
<th>Resolution - Upscaling factor - freq.</th>
<th>WiFi-2.4GHz</th>
<th>WiFi-5GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td></td>
<td>no action</td>
</tr>
<tr>
<td>Complex</td>
<td>540p - 4X - 1/24</td>
<td>540p - 4X - 1/17</td>
</tr>
<tr>
<td></td>
<td>216p - 10X - 1/12</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3(c) presents the VMAF score of the rendered 4K frame using the object detection results from the downscaled frames. Compared with rendering and performing object detection directly on the 4K frame, performing object detection on a down-scaled resolution can lead to insufficient, deteriorating rendering quality with a VMAF score of less than 70. Figure 3(d) compares the average TAT for processing two 4K motivation videos locally on XiaoMi 9 and remotely on the server. We observe that object detection, tracking and content rendering can be computationally expensive, leading to long TAT when they are performed on the mobile device. While computation offloading can greatly reduce the TAT, directly uploading a raw 4K video frame could incur significant communication latency. Even in a WiFi-5GHz environment, uploading a 4K video frame for remote processing still needs 35 ms that can not meet the typical 30 frame-per-second (FPS) camera feeding rate, due to the communication latency. To unlock the potential of remote 4K MAR processing, we thus need to find ways to reduce uplink communication latency.

3.4 Meeting User Expectations

Having shown that reducing the uploading latency is vital for MAR offloading, we now consider if SR can help on this endeavour; and if so, what SR configurations should be used.

User expectation. We observe that the FPS requirement varies across users and viewing contents, which is consistent with prior research [75]. For most participants in our user study (see Sec. 6.2), the minimum acceptable FPS for the video shown in Figures 2(a) and 2(c) is 26 and 31, respectively. The difference in the FPS expectation is not surprising as the Complex video has a more complex background over Simple, it requires a higher FPS for meeting the perceptual requirement, which is consistent with previous study[75].

SR configuration. We now consider what SR configurations should be used to meet the minimum acceptable FPS while maximizing the video quality measured by VMAF. In this work, we consider two configurable parameters: the resolution of the video to be sent to the remote server and at what frequency we apply SR to the received video frames on the server-side. In this work, we consider the three downsampling resolutions given in Table 1. We did not consider 1080p, as the latency of 2x SR model consumes the benefit from the reduced latency by downsampling. We also leverage the sophisticated HEVC video encoding scheme [91] to avoid performing SR on every video frame. To this end, we consider 30 SR frequencies, 1/1, 1/2, ..., 1/30. Here, an SR frequency of
Fig. 4. The resultant VMAF (a) and FPS (b) of different downscaling resolutions in a 4G environment for the videos shown in Figure 2. The vertical line shows the best SR configuration that meets the minimum acceptable FPS while giving the highest VMAF score.

Fig. 5. Visual results (a) and detection performance (b) before and after using SR on the Complex video feed shown in Figure 2. Details of the texts printed on the textbooks vary under different resolutions, affecting the accuracy of object detection and tracking.

1/n means we apply SR to upscale one of every n consecutive video frames and use the SR-upscaled frame to interpolate other frames to obtain a full 4K resolution.

**Latency vs video quality.** Figure 4 presents the FPS and VMAF for Simple and Complex videos under different SR configurations in a WiFi-2.4GHz network. Here, we wish to find an SR configuration that can satisfy the FPS requirement with the highest VMAF score. For example, the optimal configuration for Simple and Complex is to downscale the video to 540p and 216p, respectively. Table 2 summarizes the best-performing SR configurations. As can be seen from the table, the best configuration changes across videos and networking environments, and choosing the right configuration can obtain a smooth frame rate while maintaining the VMAF score at a good level (≥70). Furthermore, the TAT of uploading the raw 4K simple video (32 FPS) does not violate the user acceptable FPS (26 FPS), so we do not need to downscale and perform SR on it (termed as no-action).
The effects of super-resolution on object detection performance. To evaluate image resolutions impact on object detection, we count the detected objects and compute the Intersection over Union (IoU) between the detected object bounding box and the ground truth. IoU takes a value between 0 and 1 - higher is more accurate. Figure 5 shows the visualized results and detection performance when we perform object detection and SR directly on the lower-resolution videos. One noticeable change for videos under different resolutions is the loss of details on the printed texts under lower-resolution video samples. As we can see from Figure 5 (b), low-resolution videos lead to a low average IoU, where miss detection can happen. By first applying SR to three low-resolution videos to the full 4K resolution, we can achieve highly accurate object detection, with an average IoU of over 0.4. This example shows that SR can significantly improve detection performance, which is in line with the findings reported in prior studies [6, 68, 82].

3.5 Lesson Learned

This experiment shows that choosing a proper SR configuration (downscaling resolution and SR frequency) is vital for MAR offloading. However, the right SR configuration can vary across users and video content. What we need is a technique that can automatically adapt to the diverse user expectation, video contents and networking environments. This work aims to provide such capabilities.

4 OVERVIEW OF OUR APPROACH

Figure 6 depicts the overall workflow of Actor. Our goal is to find the SR configuration that provides the best video quality while meeting the user’s minimum FPS requirement. We use the VMAF score to quantify the video quality, but other metrics can also be used. Our SR configuration includes two parameters: (1) the downscaling resolution and (2) how often we apply SR to the received frames on the server (Sec. 3.4).

At the core of Actor are three models for estimating (1) the resulting FPS, (2) the minimum acceptable FPS and (3) the VMAF score for an SR configuration. Determining the resulting FPS for an SR configuration is straightforward as it depends on several metrics that are largely constant within our one-second sampling window: the network delay and bandwidth (that varies little within our sampling window), the server processing time for a digital object and the video size (that strongly correlates with the video resolution) and section 5.2 gives the detail. Estimating the minimum acceptable FPS and VMAF score is more challenging as the two values change across users and video contents. To this end, we employ machine learning to build predictors for estimating the minimum acceptable FPS and the VMAF score, by taking into consideration the impact of dynamically changing
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4The network is likely to be dynamic for a longer period, and our approach constantly monitors the network conditions to adjust our optimization accordingly.
Table 3. Network environment settings

<table>
<thead>
<tr>
<th></th>
<th>Minimum uplink bandwidth</th>
<th>Minimum downlink bandwidth</th>
<th>Maximum Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>WiFi-2.4GHz</td>
<td>9.8Mbps</td>
<td>30.1Mbps</td>
<td>15ms</td>
</tr>
<tr>
<td>WiFi-5GHz</td>
<td>25.76 Mbps</td>
<td>123.7Mbps</td>
<td>15ms</td>
</tr>
</tbody>
</table>

video scenes and SR configurations. Specifically, the QoE (quality of experience) predictor estimates the minimum acceptable FPS target for a given user and video frame content. Finally, the configuration search engine selects the best suitable SR configuration that meets the minimum FPS constraint with the maximum VMAF score.

We organize the three decision models around two components, a QoE (quality of experience) predictor and an SR configuration search engine, described as follows.

4.1 QoE Predictor

The QoE predictor takes as input features of the raw video frames. It then predicts the minimum acceptable FPS. As the FPS requirement could change from one user to the other, we build a QoE for each target user. To reduce user involvement, we first use supervised learning to train a baseline predictor “at the factory” through a user study. We then tailor the baseline predictor for the target user during the first installation and continuously improve it over time at the end-user environment using a transfer learning approach inspired by [75] (see Sec.5.3).

4.2 SR Configuration Search Engine

The configuration search engine consists of two models for estimating the resultant FPS and VMAF score under an SR configuration for a given video scene. This is achieved by first using an analytical based FPS model (Sec. 5.2) to estimate the TAT, which is then used to calculate the resultant FPS for a given SR configuration. The VMAF predictor takes as inputs an SR configuration (represented as labels for a combination of the downscaling resolution and SR frequency), the video content captured by the mobile camera within a configurable sampling window (one second in this work). It then predicts the expected VMAF score for the upscaling video. By estimating the expected FPS and VMAF score under a given SR setting, the search engine can then quickly search for a Pareto efficiency configuration that meets the QoE requirement (i.e., the minimum FPS) but gives the highest VMAF score.

5 IMPLEMENTATION DETAILS

In this section, we first describe how to employ machine learning to train predictors to estimate the minimum acceptable FPS and the VMAF score. We then describe our simple yet effective analytical model for estimating the resulting FPS of an SR configuration, before discussing how we can combine the three models to perform MAR offloading.

5.1 Predictive Modeling

5.1.1 Model structure. We use the artificial neural network (ANN) to build our predictors, as it can model both linear and non-linear relationships and supports transfer learning [75]. Specifically, we use a fully connected ANN with three hidden layers, 20 neurons per layer. The number of nodes of the input layer is determined by the dimensionality of the model input. It is our intention to keep the model structure simple to minimize the inference (or execution) time on the user device.
Fig. 7. Overview of our training process for predictors.

5.1.2 Training data generation. We apply cross-validation to train and test our models (see also Sec. 6.4). Training data are generated by profiling a set of training videos under a variety of networking environments and SR configurations. We have considered two networking conditions given in Table 3. Note that since our models take as input the minimum network bandwidth and maximum delay, the trained models are generalized to any other networking environment.

QoE training data. Training data for the QoE predictor are collected through a user study in this work. In practice, this can be done through a crowdsourcing platform like Amazon Mechanical Turk. Our user study involved 20 paid users (10 females) who were studying at our institution. To minimize user involvement, we apply the k-means clustering algorithm [4] to the video feature space to choose a small number of videos as QoE training data. We set \( k = 7 \) and randomly pick three videos from each cluster, resulting in 21 training videos (see Sec. 5.3). The user study was performed in a controlled WiFi-2.4GHz and a WiFi-5GHz environments (Sec. 6.1). During the experiment, each user watches the screen update of each rendered video with various video frame rates. For each training video sample, we replay the video under different FPS settings, from high to low and ask a user to select the FPS when he/she feels uncomfortable or noticeable drop in video perception quality. We then record the corresponding minimum acceptable FPS on a per-video and per-user basis. Note that training is a “one-off” cost, and the learned model can be applied to “new, unseen” videos and mobile platforms. We also stress that the trained QoE predictor can be easily ported to predict the requirement of a new user during deployment using low-cost transfer learning techniques by asking user feedback on a few video contents [75].

VMAF training data. Figure 7 depicts the process of using training videos to build the baseline VMAF predictor. To generate training data for estimating the VMAF score, we extract each of the high-resolution frames from a training video corpus of around 2,000 videos (see Sec. 6.2), where each video stream is in a 4K UHD resolution. This training dataset contains videos of 19 categories, including sports, landscapes, home settings, etc., which thus represents a wide range of video workloads. For each 4K video frame, we apply a standard bicubic downscaling algorithm to generate the lower-resolution frame. In this work, we target the three low-resolution settings given in Table 1. We partition each training video to a sampling window of one second. For each low-resolution sampling window, we vary the SR frequency at each training networking environment and record the achieved VMAF score. We consider 30 SR frequencies, \( 1/1, 1/2, ..., 1/30 \). In total, we train the VMAF predictor on over 180 thousand automatically generated training samples (~2000 video samples \( \times \) 3 scaling resolutions \( \times \) 30 SR frequencies). The learnt model can be applied to any video.

5.1.3 Features. In this work, we considered a total of 10 candidate features for building the QoE and the VMAF predictors, given in Table 4. These features were chosen based on previous work of image analysis [94] and our intuition, e.g. the spatial and temporal perceptual information that describes the complexity and mobility of a video frame.

5 We found other downscaling resolutions either offer little benefit for reducing the TAT or often lead to a low VMAF score.
Table 4. Raw features in this work

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SI</td>
<td>Spatial perceptual Information</td>
</tr>
<tr>
<td>TI</td>
<td>Temporal perceptual Information</td>
</tr>
<tr>
<td>perceived_brightness_rms</td>
<td>Root mean square of perceived brightness</td>
</tr>
<tr>
<td>contrast</td>
<td>Standard deviation of the greyed image pixel intensities</td>
</tr>
<tr>
<td>n_keypoints</td>
<td>keypoints</td>
</tr>
<tr>
<td>edge_length</td>
<td>The distance between edge pixels detected</td>
</tr>
<tr>
<td>hue_rms</td>
<td>Root mean square of hue</td>
</tr>
<tr>
<td>value_rms</td>
<td>Root mean square of value</td>
</tr>
<tr>
<td>saturation_rms</td>
<td>Root mean square of saturation</td>
</tr>
<tr>
<td>frame_size</td>
<td>Frame size in KB</td>
</tr>
</tbody>
</table>

Table 5. Removed features

<table>
<thead>
<tr>
<th>Kept Feature</th>
<th>Removed Feature</th>
<th>Cor.</th>
</tr>
</thead>
<tbody>
<tr>
<td>brightness_rms</td>
<td>saturation_rms</td>
<td>0.844</td>
</tr>
<tr>
<td>SI</td>
<td>edge_length</td>
<td>0.837</td>
</tr>
</tbody>
</table>

Machine learning requires sufficient training data to learn an efficient model over a multi-dimensional feature space. To learn effectively over a small training dataset, we use correlation-based feature selection to reduce the feature dimensionality. We performed this by constructing a matrix of correlation coefficients using the Pearson product-moment correlation (PCC). The coefficient value falls between $-1$ and $+1$. The closer the absolute value is to 1, the stronger the correlation between the two features being tested. If a pair of features have a PCC greater than a threshold (0.75 in this work), we drop one of them and keep the other. Table 5 lists the features removed at this stage, leaving 8 features as a result.

5.2 Estimating the Resultant FPS

To compute the expected FPS for an SR configuration, we estimate the TAT for the video frames within our sampling window. TAT is computed as $t_{tf} + t_{server}$, where $t_{tf}$ and $t_{server}$ are the data transfer and server processing time respectively. We calculate $t_{tf}$ as $v_{size}/us + macro_{4k}/ds + delay$, where the $v_{size}$ is the video size under a resolution, $macro_{4k}$ is the typical macroblock size for encoding the generated AR objects (determined through offline profiling), and $us$ and $ds$ are the measured upload and download speed respectively. Initially, we calculate the download latency by using the whole frame size, so our approach can always provide a higher actual FPS than the estimated FPS value at first, which guarantees the user QoE. Next, we use the actual macroblock size to calculate the FPS value. For each estimation, we compare the real FPS with the outputs of FPS model and adjust the parameters of FPS model.

We found that the video size, $v_{size}$, is highly correlated with the first frame size and temporal perceptual information (TI) (see also Sec. 6.2). Based on this observation, we employ a linear regression model that takes in the size of the first video frame and the number of video frames to estimate the video size within a sampling window. Estimation of the video size is formulated as:
where weight parameter $\alpha$ is learned from our training dataset, and $n$ denotes the number of video frames within the sampling window. We apply a curve-fitting regression algorithm by minimizing the least square error to derive $\alpha$ from our video training data.

The server processing time, $t_{server}$, is determined offline by profiling the model inference time for SR, object detection and tracking, and rendering. It is computed as:

$$t_{server} = (t_{detect} + t_{SR})_{SelectedFrame} + t_{track} + t_{render}$$

where $t_{SR}$ and $t_{detect}$ is time spent on the selected frames (determined by the SR frequency) when performing SR upscaling and object detection, and $t_{track}$ and $t_{render}$ respectively denote the time spent for tracking and rendering.

Finally, we compute the resultant FPS by dividing the TAT (e.g., in milliseconds) by the number of video frames, $n$, of our one-second sampling window, i.e., $FPS = 1000/TAT/n$. We compare the FPS given by our formula against the measurements of over 2,000 testing videos (Sec. 6.2) under all considered SR configurations and all networking environments in Table 3. We found that our FPS model is accurate, with an error rate of less than 5%.

5.3 QoE Predictor

Actor finds out the actual QoE target by seeking user feedback. This is done by automatically replaying the video under different FPS settings, from high to low. For each setting, Actor asks the user to rate the current video for being "acceptable" or not. It stops playing the video when the user indicates an FPS setting is unacceptable.

The expected QoE value is different for each user. Therefore, using a generic model across different users and hardware platforms is ineffective. To tune a model to match a specific user or mobile device, Actor employs transfer learning[75] to quickly port a baseline predictor to the target computing environment.

Prior work in other domains has shown that ANN models trained on similar inputs for different tasks often share useful commonalities[116]. Our work leverages this insight to speed up the process for tuning a model for a new user. This is because the first few layers (i.e., those close to the input layer) of our ANN are likely to focus on abstracting video features and are largely independent of the model output. Since we use the same network structure, transfer learning is achieved by copying the weights of a baseline model to initialize the new network. Then, we train the model as usual but using profiling information collected from fewer training videos.

To select the representative videos for training, we group our training videos using the k-means clustering algorithm and leveraging the Bayesian Information Criterion (BIC) score to determine the right number of clusters (i.e., $K$). The BIC measures if a selected $K$ is the best fit for grouping data samples within a dataset. The larger the score is, the higher the chance that we find a good clustering number for the dataset. The BIC score is calculated as:

$$BIC_j = \hat{l}_j - \frac{p_j}{2} \cdot \log R$$

where $\hat{l}_j$ is the likelihood of the data when $K$ equals to $j$, $R$ is the number of training samples, and the free parameter $p_j$ is the sum of $K - 1$ class probabilities – calculated as: $p_j = (K - 1) + dK + 1$ for a $d$-dimension feature vector plus 1 variance estimate. $\hat{l}_j$ is computed as:

$$\hat{l}_j = \sum_{n=1}^{K} - \frac{R_n}{2} \log(2\pi) - \frac{R_n \cdot d}{2} \log(\hat{\sigma}^2) - \frac{R_n - K}{2} + R_n \log(R_n/R)$$

where $R_n$ is the number of points in a cluster and $\hat{\sigma}^2$ is the distance variance between each point to its cluster centroid.
Figure 8(a) illustrates how one of our training dataset of 2,360 videos is grouped into 7 clusters determined using the BIC score. To aid the clarity, we apply t-SNE to project the data onto a two-dimensional space. Figure 8(b) presents the min-accepted FPS of 7 represents videos for 20 participants. The min-max bars show the variances across 20 users for each video, and it is also worth noting that the diversity of accepted FPS for each video. To speed up the training process of QoE model for a new user, we randomly select 3 videos around centroid of each cluster and apply transfer learning to the basic QoE model, which gives an average error rate of 11.8%.

When the QoE gives an inaccurate acceptable FPS prediction for the current video content, ACTOR then finds out the actual QoE target by seeking user feedback. This is done by automatically replaying the screen update under different FPS settings, from high to low. For each setting, ACTOR asks the user to rate the screen update for being "acceptable" or not. It stops playing the screen update when the user indicates an FPS setting is uncomfortable. When the device is charging, ACTOR runs the learning algorithm to update the QoE model.

5.4 Remote Server Processing

Figure 9 shows the processing pipeline on the remote server. The downscaled video and the SR frequency configuration are sent to a remote server for processing. Note that the server only performs SR on the \(i^{th}\) video frames (referred as key video frames) specified by the SR frequency, but it decodes the remaining video frames from the received video stream as usual. Next, it applies a bicubic algorithm to quickly upscale the non-key video frames, using the SR-scaled high-resolution frames as references. We apply an object detection algorithm to the key video frames to detect the object of interest. For the remaining upscaling frames, we use a simpler but faster object tracking algorithm to locate the object identified from the previous key video frames. Finally, we apply a rendering algorithm to the detected and tracked objects and send back the processed video macroblocks to the end-user. Note that we only send back macroblocks that contain the overlayed contents generated by AR. The rendered macroblocks will be used to replace those in the corresponding raw 4K video frame. By only sending back the changed macroblocks generated by AR, we minimize the download latency.

To further reduce the processing overhead, we also adopt a set of optimization techniques. First, we reduce the inference time of the SR model through model compression [61]. We also employ video caching [109] to leverage temporal locality of video frames to reuse the detection and localization results of previously frames. As we will...
show in Sec. 7.5.3, the server processing time accounts for less 20% of the TAT on a modest server configuration used in this work.

5.5 Putting All Together

Once we have built the predictive models, we can use them for “new, unseen” videos and networking environments. On the user device, Actor runs a background network monitor to measure and report the bandwidth and delay for both the uplink and downlink between the user device and the remote server. To predict the optimal SR configuration, we extract features from the mobile video feed contents within every one second (as described in Sec. 5.1.3). As a cold start (i.e., for the first few video frames), we use a default downscaling resolution of 540p and SR frequency of 1/21, but this configuration will be dynamically adjusted over time. We use the user-specific QoE predictor (Sec. 4.1) to predict the minimum accepted FPS based on the video features. The predicted FPS requirement is passed to the SR configuration search engine (Sec. 4.2) to quickly find the optimal SR configuration. The chosen downscaling resolution is used to encode the video feed according to the HEVC standard [37], and the SR frequency is passed to the remote server together with the downsampled video. In this work, we use H.265 [37] to encode and decode the video, but other encoding algorithms can be used too. Upon receiving the video, the remote server firstly applies the SR model to upscale the video frames specified by the SR frequency. The server then uses the upsampled video frame to scale up all other frames according to the method described in Sec. 5.4. Object detection, tracking and rendering are performed on the upsampled full 4K video frames. Macroblocks of each video frame that contain the overlaid contents generated by the render are then sent back to the user.

6 EVALUATION SETUP

6.1 Software and Hardware Systems

Hardware platforms. We use a XiaoMi 9 smartphone as the mobile device. The remote server has a 16-core 2.4GHz Intel Xeon CPU and two NVIDIA Tesla P40 GPUs.

Software implementation. Our predictive models build on PyTorch v1.2. For video processing, we use FFmpeg [25] to encode and decode the video stream on both the mobile device and the server. We developed a FFmpeg
plugin to run on the user device to extract video features as described in Sec. 5.1.3. We applied a bicubic downscaling algorithm [59] (running on our mobile device) to the input 4K video feed to generate the lower-resolution videos as given in Table 1. Note that we include the time for downscaling in all our experimental results. On the server, we use the optimized (Sec. 5.4) EDVR model [101] for SR, a YoloV4 [5] for object detection, and a template matching algorithm from OpenCV [8] for object tracking. We use “leave-one-out” cross-validation (Sec. 6.4) to train the EDVR model. We use ARToolKit v5 [3] to generate various digital objects with different rendering times for object rendering. For simplicity, we render the same annotation on each detected object for all videos.

Networking environments. To ensure reproducibility, we evaluate all schemes in a controlled environment. Our mobile device and the server communicate through a WiFi connection. We use Netem [32] to control the network delay, packet loss and bandwidth to simulate the environments in Table 3. We add 20% of variances (following a normal distribution) to the bandwidths, delay (jitter) and packet loss to simulate a dynamic environment, but ensure that the variances are the same during the replay of a test video for reproducibility. Moreover, the network simulation parameters we used in this work is effective to evaluate the network performance [7, 40]. This setup allows us to playback the network settings to ensure all approaches are tested in the same network environment for a fair comparison.

6.2 Datasets and User Participants

Datasets. We use 2,360 4K video clips as the mobile video feeds in evaluation as detailed in Table 6. These videos are obtained from the SJTU [85], Ultra Video Group [60] and CableLabs [9] datasets. Figure 10 shows the CDF of the spatial (SI) and temporal (TI) perceptual information of our workloads, calculated according to [67]. SI quantifies the complexity of the spatial details present in a video sequence, whose score increases as the spatial complexity of the samples grows. TI quantifies the motion variation of the video sequences - more motion in adjacent frames will lead to a higher value of TI. We can see from the diagrams, the values range from small (18.6 for SI and 0.7 for TI) to large (132 for SI and 51.7 for TI), indicating that our test data cover a diverse set of video contents and characteristics.

FPS expectation. Figure 10(c) plots the minimum acceptable FPS given by our 20 participants for all testing videos (see also Sec. 5.1.2). As we can see from this figure, the minimum accepted FPS is typically above 25, and over 50% of users expect more than 30.

6.3 Competitive Approaches

We compare Actor to the following five schemes:

- MAX: This strategy selects the SR configuration (apart from performing SR on every 4K video frame) that maximizes the VMAF score. It gives the best video quality but can compromise the latency.
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Table 6. Dataset description

<table>
<thead>
<tr>
<th>Video source</th>
<th>Clips</th>
<th>Content Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ultra Video Group[60]</td>
<td>370</td>
<td>Plant, Animal activity, Human face, Horse racing, Boat, City alley, Architecture</td>
</tr>
<tr>
<td>SJTU[85]</td>
<td>230</td>
<td>Construction field, Traffic flow, Runners, Human, Building and Plant</td>
</tr>
<tr>
<td>CableLabs[9]</td>
<td>1760</td>
<td>Landscape, Human activity, Home settings, Animal activity, Car, Soccer, Skateboarding</td>
</tr>
</tbody>
</table>

- **CloudAR**: This prior work uses a cloud server to perform the object identification task, but object tracking and rendering is performed locally on the mobile [119].
- **EAR**: This state-of-the-art MAR offloading method uploads selected macroblocks of the target video frame to a remote server to perform object detection remotely [52].
- **CloudAR-SR and EAR-SR**: CloudAR-SR and EAR-SR leverage SR techniques on the original CloudAR and EAR basis, respectively. Both strategies downscale the 4K frame with 4x factor at first, and if they cannot achieve the acceptable user FPS, they perform aggressive downscaling with 6 or 10 downscale factors.

6.4 Evaluation Methodology

**Cross-validation.** We use five-fold cross-validation to train all models. Specifically, we randomly partition our 2,360 videos into 5 sets where each set contains 472 videos. We keep one set as the validation data for testing, and the remaining 4 sets as training data to learn a model. We repeat this process five times (folds) to make sure that each set is used exactly once as the validation data. This is a standard methodology for evaluating the generalization ability of a machine learned model.

**Evaluation metrics.** To measure how often a scheme fails to meet the user expected FPS, we report the FPS violation ratio. This "lower-is-better" metric is calculated as \( \frac{\delta}{F_{\text{PS}_{\text{min}}}} \), where \( \delta \) is the number of FPS falls below the minimum acceptable FPS, \( F_{\text{PS}_{\text{min}}} \). We also present the violation in millisecond. To evaluate the user-perceived video experience, we consider three widely used video quality metrics: VMAF (see Sec. 3.2), the peak signal-to-noise ratio (PSNR)[103], and the structural similarity index (SSIM) [103]. To compute the metrics, we use the AR performed directly on the original 4k video frame as the baseline (i.e., the reference video).

**Server processing delay.** To evaluate the impact of server-side processing delay (e.g., due to the use of a larger DNN or more complex rendering), we also vary the processing time through increasing the complexity of the AR rendering tasks (i.e., by generating more digital objects with a higher degree of details). This leads to a processing delay ranging between 2ms and 20ms on our server platform.

**Performance report.** We use the geometric mean to compute the resultant FPS and all metrics. The geometric mean is widely seen as a more reliable performance metric over the arithmetic mean [24]. Unless state otherwise, we report the geometric mean across test videos, 20 users and the 2 networks given in Table 3, using cross-validation. To have statistically sound data, we run each approach on each test case repeatedly until the confidence-bound under a 95% confidence interval is smaller than 2%.

7 EXPERIMENTAL RESULTS

In this section, we first show that Actor significantly reduces the remote processing latency without incurring frequent FPS violations (Sec. 7.1). We then compare Actor against alternative methods (Sec. 7.2) before analyzing the working mechanism of our approach (Sec. 7.3 and Sec. 7.5) and discussing the limitations (Sec. 7.6).
7.1 Overall Results

Figure 11 presents the results of Actor under two networking environments, where the min-max bars give the variances across video datasets and 20 participants. From Figure 11a, we see that Actor rarely violates the FPS constraint with an average FPS violation rate of 6.7% (up to 17.8%, which translates into a fall of TAT with 6.1 ms). Our approach aims to deliver the best possible VMAF score while giving the least FPS violation. We note that a zero FPS violation is often impossible due to the high processing overhead of 4K AR. Prior studies suggested that FPS can have a significant impact on the user experience when viewing a video [75]. This is because a high frame rate helps to maintain smooth motion and crisp details of the video. Our user study (Section 7.4) shows a low FPS violation ratio does lead to improved user experience. Therefore, our approach is designed to minimize FPS violation.

If we look at Figure 11c, we see that Actor can reduce the uploading data by over 80% across networking environments. This large saving in uplink communication does not compromise the user experience as Actor still maintains a good VMAF score of over 70. Similarly, it gives a high score on PSNR and SSIM, two alternative video quality evaluation metrics. Actor can also adapt to the change of networks. Specifically, Actor leverages the higher bandwidth and lower latency given by a higher-speed network to use a higher downscaling resolution to improve the user perceptual experience. For example, it obtains an average score of 83 for VMAF, 38.3 for PSNR and 0.98 for SSIM in the WiFi-5GHz network. This experiment shows that Actor can effectively adapt to video contents to trade user perceptual experience for real-time MAR computation offloading.

7.2 Comparison with Alternative Approaches

Figure 12 compares Actor with five alternative methods across network environments and videos. The min-max bars show the range of improvements achieved across videos.

By considering the resultant FPS as an optimization constraint, Actor gives the least frequent FPS violations with 6.75% FPS Violations (a fall of TAT with 2.28 ms). A low FPS violation ratio suggests a smoother video playing experience and is important for many interactive applications. By directly operating on the raw 4K videos, EAR and CloudAR give a high score on the perceptual quality metrics\(^6\). However, they suffer from long uploading

---

\(^6\)The disparity of PSNR and VMAF is because human eyes do not notice small improvements that have little impact on the VMAF score but could give an artificially good PSNR.
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7.3 QoE Model Evaluation

We divide the 20 participants of our user study into 3 groups based on their minimum acceptable FPS. The low-expectation group has 7 users with an averaged minimum-acceptable FPS target of under 30; the moderate-expectation group has 10 users with an averaged minimum-acceptable FPS target of between 28 and 40; and the high-expectation group has 3 users with an averaged minimum-acceptable FPS target of over 40. After applying transfer learning (with cross-validation) to port a QoE predictor to another user from the same or a different
7.4 User study on VMAF and FPS

Figure 13 presents the results of our user study regarding VMAF and FPS. Since the user experience of video and AR quality is a subjective matter, which is challenging to provide a rigorously quantified analysis. Nonetheless, our study provides some useful insight into how the VMAF score and FPS to correlate user experience in MAR.

To quantify the VMAF score with user experience, we ask our 20 participants to view the processed videos (from the seven selected videos in Section 5.3) and rank the video quality (measured by VMAF) from five categories of “bad”, “poor”, “fair”, “good”, and “excellent”. As we can see from Figure 13 (a), a VMAF around 30 is considered to give a bad user experience, and a VMAF of above 90 delivers an excellent video quality. Our participants consider the video quality to be “good” when the VMAF score falls between 69 and 87, although this varies across users and video contents. This finds matches the observation reported by other researchers [62].

7.5 Model Analysis

7.5.1 SR configuration distributions. Figure 14 shows the distribution of the most appropriate SR settings in two typical networking conditions (Table 3). The x-axis gives the percentage of the videos that fall into an SR configuration. We use the notation <Downscaled times- SR frequency> to denote a SR configuration. For example, <4x-22> means that we downscale the origin 4K resolution frames in 4 times on mobile, and then apply SR to upscale 1 of every 22 consecutive video frames and use the SR-upscaled frame to interpolate other
frames to obtain a full 4K resolution. We can see that the appropriate SR configurations vary across networking environments and the change of distribution in frequencies when moving from a slow network to a fast one. For instance, it will cause an acceptable TAT to apply SR in 4 times for most video contents in a slow network, such as WiFi-2.4GHz networking environment with only 20% of video contents, while it is the desired SR configuration for 51% of video contents in a WiFi-5GHz environment. If we compare the distributions across networks and metrics, we find that the appropriate SR configuration varies across networking environments, video contents and user experience. The results reinforce our claim that the scheduling policy must be aware of the network, videos contents and user experience.

7.5.2 Feature importance. Figure 15 shows a Hinton diagram for video features (Table 4) that have an impact on the QoE and VMAF models. The larger the box, the more significance a feature contributes to the prediction accuracy. We calculate feature importance by first training a full model using all chosen video features and record the accuracy of our model. In turn, we remove each of our features, retraining and evaluating the two predictors on the remaining 8 features, noting the drop in the accuracy. We then normalize the values to produce a percentage of importance for each of our features. Features like SI, TI and n_keypoints are useful for quantifying the complexity of the video scene and are hence important for the predictive models. Feature value_rms, on the other hand, is important for estimating the VMAF but less important for estimating the user expected FPS requirement.

7.5.3 Overhead breakdown. Figure 16 shows breakdown of processing overhead of Actor. SR is the most computational expensive operation. However, as it is performed on the server, it only accounts for 8.1% of the end-end latency, and can be further accelerated using multiple CPUs and GPUs. The time spends on video
processing (including feature extraction and encoding) is small, contributes to less than 2% of the TAT. Similarly, QoE prediction and configuration search using the less optimized Python code accounts for less than 3% of the TAT. By contrast, video uploading and downloading domain the TAT, contributing to 63% of the TAT. This experiment shows the importance of reducing the communication overhead for MAR offloading. Figure 17 shows the rendering latency on the server when the number of needed rendering objects increases from 1 to 10. The results are averaged over 50 runs with standard derivation. After object detection and template matching, the powerful computing server can quickly render the object on the targets. To sum up, by reducing the uploading video size,Actor thus cuts down the communication overhead, allowing a smoother and higher-quality AR experience.

7.5.4 Prediction accuracy. Figure 18 shows that the predictive models of Actor are highly accurate, achieving an accuracy of 92.9%, 96.8% and 98% for estimating the user expected FPS, and the resultant FPS and VMAF, respectively. Overall, the performance of Actor is not far from the oracle.

7.5.5 Impact of server processing delay. In this experiment, we vary the server processing time to examine whether Actor can adapt to the change of server processing delay. This experiment also evaluates the impact of changing server time due to the use of more advanced and higher-quality AR rendering. In this experiment, we use the two motivation videos shown in Figure 2 and conduct the experiment in a WiFi-5GHz environment. We set the minimum acceptable FPS to 30. Figure 19 shows the resultant FPS and the VMAF score as we increase the server processing delay from 2ms to 20ms for processing a video frame. Actor can adapt to such changes in server processing time without significantly compromising the QoE. As we increase the server processing time, it becomes harder to meet the user expected FPS. However, Actor is able to meet the FPS target at the cost of a small decrease in the VMAF score (but still maintaining the VMFA at good level with a score ≥ 70) via choosing an appropriate SR configuration. This experiment confirms that Actor can adapt to the change of server workloads.

7.6 Discussions and Future Work
Naturally, there is room for improvements. We discuss a few points here.

Changing network conditions. To ensure reproducibility, we deterministically replayed the network conditions during evaluation. We show that Actor can adapt to the variation of bandwidth, packet loss, and network delay. It achieves this through periodic sampling monitoring and adjustment. The adaptiveness of Actor can be further improved by considering other network parameters like the signal strength and utilizing the systems-wide

profiling information provided by the mobile base station. Doing so will allow \texttt{Actor} to react to drastic network changes proactively [99].

**Apply to other application domains.** \texttt{Actor} can be applied to other vision-based offloading tasks like cloud gaming [64]. This will require training our predictive models using domain-specific workloads, but the majority of our techniques can be re-used. While our techniques are evaluated in the smartphone settings, we believe our approach can be equally applied to other AR devices, including head-mounted devices (e.g., Dream Glass[27]) and TV. It would be an exciting challenge to see if the sensor data and the eye-tracking capability can be utilized to capture the user interested region to guide the optimization.

**Privacy preserving.** Privacy-preserving is an open problem for computation offloading. Work in video and image privacy-preserving [20, 42, 57, 78] is thus orthogonal to \texttt{Actor}. Our future work will look into this.

**Reducing uploading latency.** A possibility to further reduce the uploading latency is to first estimate the region of interest (RoI) of a video frame and only send macroblocks of RoI to the remote server [52] for SR. To reduce the computation overhead on the user device, the RoI estimation can be based on the object detection results performed by the remote server on a few most recent frames. We leave this as our future work.

**Joint network for SR and object detection.** Our current implementation uses two individual networks or SR and object detection. This can be improved by stacking two neural networks together to form a joint network. This will allow one to train an end-to-end network to learn how to perform SR to improve object detection. The state-of-the-art network for SR is typically trained under a generative adversary training framework [46, 54, 79], which is different from how an object detection network is typically trained. Combining both networks would require us to incorporate the object detection network into the generative adversary training framework and find a way to back-propagate the loss to update the weights. It would also require us to modify the output of the network to produce both scaled video (for rendering) and object detection results. We leave this as our future work.

**Training overhead of predictive models.** Gather user feedback to train the QoE model can be expensive. In this work, we employ clustering algorithms to minimize user involvement. This cost can be further reduced by using active learning [65] to only collect training samples, which are likely to improve the learnt model.

**Model interpretability.** Machine learning techniques, in general, have the issue of being a black box. This problem is just as true for our approach. A possible approach to gain insight into the model’s decision making process is to train a simpler but interpretable model approximate the predictions of the underlying black-box model [77].

**Model compression techniques.** This work focuses on efficient computation offloading for MAR. \texttt{Actor} is designed to trade user-perceived video quality for smooth video play, accurate object detection, and high-quality rendering. It works by offloading computation-intensive tasks to a remote cloud server. There is an extensive body of work on reducing the running time and resource requirement of deep learning models on embedded devices, often through model compression techniques [52, 119]. These methods are orthogonal to our work. Our future work will look into how to integrate our approach with techniques for reducing deep learning model execution on embedded devices to exploit finer-grained computation offloading.

**Out of distribution problem.** Our trained predictive models can be applied to video contents that were not seen during the training phase. However, if the characteristics of the input video are significantly different from the training samples, the predictive models may give poor prediction performance. This is an issue known as “out-of-distribution” by the machine learning community [33, 51]. Therefore, our approach can benefit from techniques for detecting and improving ageing machine learning models [41, 43, 98].
8 RELATED WORK

Our work builds upon the following past foundations but is different from each.

**Mobile AR optimization.** ARCore [28] and ARKit [2] are two mainstream MAR platforms, but they do not support object detection due to the high computation requirement. Recent studies show that the computation resources of smartphones are inadequate to meet the processing latency requirement of MAR [13, 118]. Several works focus on running MAR locally on mobile devices by performing lightweight models or leveraging local inertial sensors to recognize and track multiple objects without using deep object detection models [1, 14]. However, these approaches are designed for lightweight AR on low-resolution rendering, but cannot meet the computation requirement of 4K MAR. Offloading frameworks like Glimpse offload the trigger frames to the cloud for object detection [16]. Although Glimpse can offer 30 FPS for a $640 \times 480$ resolution, it requires more significant computational resources on the mobile device for object tracking, leaving fewer resources for rendering high-quality AR. The work presented in [52] reduces the offloading latency by only uploading macroblocks for regions of interest for object detection and tracking. However, it fails to meet the real-time requirement when processing 4K videos and leaves the computation-intensive rendering task on the user device. None of these methods supports real-time MAR for 4K videos, nor models the impact of video content and network conditions on the user-perceived experience.

**Mobile vision offloading.** Due to the limited processing capacity on mobile devices, moving computation-intensive tasks from the mobile device to the cloud or edge infrastructures is a feasible way to enable continuous vision analytic[11, 52, 113, 119]. For example, DeepDecision [70] and MCDNN [29] dynamically determine if a DNN should be executed on the local mobile or a remote server. They are designed to optimize constraints like accuracy and latency for the current networking condition. LAVEA [112] distributes computation tasks among multiple edge nodes to provide low-latency video analytics. To minimize resource utilization while meeting the user-specified accuracy requirement, Chameleon [38] and VideoStorm [115] reduce the backend computation costs by profiling different configurations of pipeline knobs (e.g., video resolution, frame sampling rate, etc.). These systems are largely complementary to Actor. They can be used to further tune the SR configuration based on the accuracy requirement of object detection to improve the TAT. Moreover, Recepto [49] and Glimpse [16] perform selective data offloading based on the query accuracy and video content to minimize the latency. EAR [52] uses a motion vector based object tracking to adaptively offload those regions of interest. However, most existing solutions use low-resolution images through the entire pipeline, making the inference task lightweight. However, EAR lose the opportunity to leverage the rich content of high resolution (e.g., 2K or 4K) images/frames. Our work builds upon these past foundations by targeting 4K MAR. Unlike prior work, Actor considers the impact of video contents and network environments on user-perceived experience.

**Deep learning acceleration.** Deep learning techniques have shown astonishing success in various tasks, including object detection [21, 31, 71, 76]. Efforts have been devoted to accelerating the inference of deep learning models on mobile devices through model compression techniques[17, 36, 56, 69, 76]. Actor leverages the recent advances in deep inference acceleration to speed up the DNN model execution time on the remote server to reduce the latency.

**Super resolution.** Image and video super-resolution is the process of estimating a high resolution version of a low resolution image or video sequence, and various model architectures have been actively studied in recent years [30, 35, 101, 120]. As the large memory requirements of advanced SR models, they are operated in the cloud generally. Prior studies [44, 47, 53] also seek to deploy SR models on mobile devices by compressing the large neural networks or relying on custom hardware. However, the existed on-device SR methods still take over 500 ms on each frame and can not deal with 4K resolution. Study in [44] is the first to achieve real-time performance from 2K to 4K, while the algorithm was deployed on the dedicated hardware (FPGA). Our work
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utilizes DNN-based SR techniques [92] to reconstruct much of the information required for MAR. Unlike prior works, Actor is the first offloading framework to leverage the HECV encoding scheme to adaptively choose a few key video frames to perform SR. Our work utilizes DNN-based SR techniques [101] to reconstruct much of the information required for MAR.

**Predictive modeling.** Machine learning has been used to model power consumption [34], task scheduling [74, 93, 105] of mobile systems, program tuning and modeling in general [12, 15, 18, 19, 58, 65, 97, 100, 102, 104, 106, 107, 110, 111, 117]. Our work is the first to employ machine learning for 4K MAR offloading. Furthermore, our work tackles an outstanding problem of porting a model to a new computing environment. Transfer learning was recently used for wireless sensing [116] through randomly chosen samples. Actor improves [116] by carefully choosing representative tracing examples for transfer learning.

9 CONCLUSIONS

We have presented Actor, a novel computation offloading framework for 4K mobile augmented reality (MAR). Actor leverages deep learning-based super-resolution techniques to trade the user-perceived experience for low latency and real-time processing. Actor dynamically chooses an appropriate resolution to downscale the mobile video feed to reduce the uploading latency. The downsampling resolution is determined based on the video content, the network environment and user expectation of the video quality and latency. Actor employs machine learning to develop an adaptive offloading approach, where decision models are first trained offline, and the trained model can be applied to any video content and network environments. We evaluate Actor by applying it to over 2,000 4K video clips across two typical mobile network environments. Experimental results show that Actor consistently outperforms competitive schemes for meeting real-time processing requirements while maintaining high user-perceived video quality.
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